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e*(M)* n = 0, 1, 2, - . , 
x > o ,  t > 0 ,  

ing function for A-with respect to male drivers during 
(1.1) 1963 based on certain personal chamcteristics and clriv- 

ing perfonnslnco of the individual during the preceding 
and wumea further that X is a value of B random van- two yeam. In Table 1 we see the fit of the negative bi- 
able having a gamma distribution with density function nomial model (1.2) tc  the sample data using the method 

of momenta. 
g ( ~ )  = -l*le-(vl-)h, X > 0, m > 0, > 0. 

The resulting unconditiolull distribution' for 1~ accidents 
b time f ia negative binomial 

P b l  0 = -' n! 

(T/m>' 

r(4 Table 1. ACTUAL AND fH€ORfflC& 7963 ACCDENt 
DlS7RfBUTlOUS F O R  MAL& DRIVERS. . - . .- ' ' 

0 80.369 M.372 

1 56,910 5.902 

2 41s sa0 

To exdore further the vdidity of the model's a"p- 5 - 
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dbtribution waa acceptable at t b  .05 level of 
We may'konclude from these resulta that the 
variabla did a credible job of ell~seifying t 
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2 ~ & & & & ~ & p ~ ~  &,&".&lif&~ii; dit 
a linear or' near linear relationship betwien the , . 

mean accident frequency per unit &e and several in- 
eeatigated aitezion variables. For example, a plot of 
aooident nte  v m s  we class (in byear units) suggests 
a hyperbolic type relationship betwesn"the tw6 variable&"""- 
If we the reciprocd of the integem 1,2, - - - , 12 

- 
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tion or criterion variables, i.e., 
' to the  . twelve . . . .  . age claae8 by the transformation . ,. . . . .*. ..>, * : . ', . . :.... . 
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and let y represent the d e n t  r8ta over the threeyear 
period, we obtain tht estimation functbn 

9 = 0.f823 + 0.31832 

using weighted regremion analysis. In Tsble 2 we find 
. .. . th6 co-mp+iaon of -e&mafed amide$ rates with ..-- the -. 

empirical rater. 

Tobl. 2. EMPIRICAL AND ESVIMATED ACCIDENT RATES 
ON TUUSFORMED AGES M R  MALES, T 96 1-63. 

.;:. i % :.. ::'..,., ..y 
* ' 4: ~ U L T I P L E  , 'POISSON . .  , R E G ~ I O N  , ( . ( .  ,+YSIS .. ,i:;w ;g 
For the sake of simplificstion in the development that,':: 

follo'(ks, let t -1 in Equation'(J.1). Th&i,,fmm (1.1) &ti?''$ 

( 3 3 ,  the probability that the j'th individual in i saripie :$. 
will be involved in nj,rcoidenb during the next unit of " . "  
time.is given by _._-- . . .._ _... . .  .. .. - - ....._ . ---- 

I ni 1 0, I, 2, * - , zL~Gjj-> 0. 

With respact to s sample of size a, the likelihood function 

As a second illustration, we may look at the relation- 
ship between future atcident involvements and accident 
history. If we accept the tenet that the negative binomial 
model (1.2) is st least LP approximation to actual auto- 
mobile experience, we have reaim to believe that future 
accident rater u e  linearly related to the incidence of past 
accident involvtments on a theoretical baais (see [l]). 
To 00- %hh?a ptigbted regre=ion anal+ of 1963 
Ocoidunta on the number of 1961-62 involvaments for 
d e  California. motoriste produced the rate function 

*- 

ff - 0.07234 + 0.0381&. 

The d t  of this d y s b  is given in Table 3. Similarly, 
hear re)sdonships wer6 found between accidrat ratas 
a d  other v e b l e e  such M trafi denadity and conviction 
count. 

On the basis of them analyses let w hypothesize that 
the parameter X of (1.1) ir a linear function of k cladica- 
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where>, Nand 3 aresX1,sXI and (kfl) X 1  vectors. X 
is an sX(k+l)  matrix having the d u e s  of the cricerion 
variabIes as elements md Y is an sXs diagonal mntrix 
with dements lrj- Z-Q It is mll known (e.g-, 
*ee [SI) that the minimum variance linear unbiased 
estimator for @ is 

= (xfv-X)-~;Y*P1Iv. 

Also, according to general linear model thzory, if xi  is the 
vwtor of criterion va&bles corresponding to the jth 
individual, 

E(xj'i) - A, and Var(x,'O) = x~(X'vLlx>-~xj .  

Unfortunately, since @ is unlmovm, the matrix V is 
unknown. Our problem then is to obtain an eathate of 
V which in turn gives ue an utimate of g. Following 
Jorgenson [7], m let v,,, denote the estimate of Y ob- 
tained on the mth iteration and we let the aomspnding 
&hate of g be 

bn - (X'fi,,-lX)-lX'~~-ln (4.3) 

where R is the  vector of values corresponding to the 
random vector N. Let be the 8x8 identity matrix and 
d& 

G-1 w [ x i b r ,  ~y'br, . * G'br]. 

The itersfioru are continued -til convergence is re&ed, 
Le., b.+*=b-. Denote this equslity vecwr by b. Then 

b - (X'G1X)-lX'h (4.4 

where v is the equality matrix v d =  0,. As our final 
estimate of hi we use . 

f j  - xj'b (4.3) 
.. andassnatimateofthewuisnceof Ajwemywe * -'--- 

vat&> = =/(r+1x)-~xj. (4.6) 

AS a result of wing V in p k c  of the unknown matrix Y, 
the estimate (45) for X i  is not unbissed and the variance 
of the corresponding eetinriltor io unknown.. However 
Jorgenmn [7) points out that (4.4) iS best iupptaticdly 
noma1 @&I rad that the iterative procedure an- 
vergea provided that *,. and (X'Pa-'X)-' are . .  positive 
ticbite for all m. . 
Work by Wald 18) provided a theoretical basis for 

testing 

; H e : L g =  7 (4% 

2 87 
where Lis a known t X ( k + l )  matrk ai rank C S k +  1 and 
y iS a specified vector of coastanta. The appropriate test 
statistic 

Tr = (tb - Y ) ' [ L ( X G ~ X ) - ~ L ' ] - ~ ( L ~  - 7) (4.8) 

iR asymptotically dbtributed M chi square with C de- 
gree of fndom. This can be used to test such hy- 
potheses as 

He:Bi * 0 md H,:X 9 dB A, 

using formula (43) to compute the a t o r  b*+r i3 not 
feasibIe when the sample size 8 is large. as in the example 
of the neyt section where s=56,726. In this study [911 
b,,,+~ way cslcnIattd for m=O, 1, 2, - - - , by applying P 
weight of 

( CL  b*(->Z")-"~ 

to the data aiid theu using a, standard leastsquares re- 
greseion pmgnm. Xere bit,, is the ith element in the 
vector b,. The rcrder ia reminded that this procediire is 
simply the mothod of weightad le& squares where the 
weights are t he  reciprocals of the standard deviations of 
the dependent vsriirbles snd tht system of normal equa- 
tions is 

26(nr - ~ ~ 4 b i ( ~ l l ~ y )  c:,1 -- = 0, i - 0, 1, * - * , I ; .  EL bicr)z* 

It is d i l y  seen thst this system reduces to system (4.1) 
when hic,,,+,) =b;c,, for dl i =O, 1,%, - , k. 

5. NUMERICAL W P U  

In this bection w e  summarise the results of the multiple 
Poisson wgression technique discussed in the previous 
section n3 hpplied to the sample of nearly 57,000 male 
drivers in the California study. - -. .___ With R rspnsenting the 
nunib&- of rr%idenf-'hvol~ements during -11963, the 
selected criterion variables were: 

s~=thu laturd loguithm d & ~ I I S C  density index of the 

zt=5/(we-13), 
a=the  nurribw of couutrble convktioas inourred d h g  

a =thu uumber of acoitient inrdr.mc.nu incurred during 

9 =the number of aoncountable eonvic-hm incurred du- 

Convergence to w e n  decW places in the b vector was 
achieved on the fifth iteration. The W estimation func- 
tion for X and the estimate of the c o w c e  matrix of 
the 6 estimator we: 

county in which tha ciriwr mida, 

y e 3 ~  1961-6?, 

y e m  1961-82, 

y e m  1961-62. 

. .  . . . .  
. .  . 

' 0.1981 -0.a384 -0.0734 0.0041. 0.0021 -0.002-x 
-0.0-384 0.0033 - 0 . m  -O.(w)13 -0.0013 j O.ooo7 
-0.0754 -O.O&. 0.4058 -0.0137 -0.0057 -0.0162 
. 0.0041 -0.OOl2 -0.Oi37 0.01&2 -0.0052 . - O . W  

0.0021 4t.OO1a -0.00.57 -0.0052 0.0654 -0." 
.-0.0024 O.ooo7' -0.Om -0.0030 -0.W30 O.oS23, 
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lubh 5. ESTIMATES OF 1 AND ITS STANDARD DEWATION 
K ) R  lNDlVlDU4 ME DRIVERS 

In Table 5, the values of X and its er;timated standard 
deviation are given for selected d u e s  of the criterion 
variables. 
Finally, we illuatrate the cuc of the Wald asynptotic 

test ststistic (4.8). Suppose we wish to test the by- 
poth& 

I&:@, = 0. 

R d e  to statanent (4.2, here 
L = [0, O,O, O , l , O ]  and y = 0. 
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